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Abstract

Existing halftoning algorithms usually drop colors and fine details when dithering color images with binary dot patterns, which makes it extremely difficult to recover the original information. To dispense the recovery trouble in future, we propose a novel halftoning technique that converts a color image into binary halftone with full restorability to the original version. The key idea is to implicitly embed those previously dropped information into the halftone patterns. So, the halftone pattern not only serves to reproduce the image tone, maintain the blue-noise randomness, but also represents the color information and fine details. To this end, we exploit two collaborative convolutional neural networks (CNNs) to learn the dithering scheme, under a non-trivial self-supervision formulation. To tackle the flatness degradation issue of CNNs, we propose a novel noise incentive block (NIB) that can serve as a generic CNN plug-in for performance promotion. At last, we tailor a guiding-aware training scheme that secures the convergence direction as regulated. We evaluate the invertible halftones in multiple aspects, which evidences the effectiveness of our method.

1. Introduction

Halftoning is commonly used in the printing industry \cite{44} to reproduce tone with limited colors, e.g. black and white, due to the cost consideration. During this process, both the color and fine details of the original image are inevitably lost. This makes the originals nearly impossible to be recovered from these degraded halftones. Even the state-of-the-art inverse halftoning methods \cite{43,16} can only recover an approximate grayscale version, since the color is usually dropped before halftoning. Apparently, resolving this dilemma requires a fore-looking halftoning technique that retains the necessary information for restoration. This paper makes the first attempt to explore this novel problem.

Traditional halftoning methods distribute halftone dots mainly for tone reproduction, and we observe that this target still permits certain perturbation in term of the desired binary pattern, as evidenced in Figure~\ref{fig:1}. It indicates the possibility of utilizing such degree of freedom for additional usage, i.e. embedding the potentially missing color information and fine details. Formally, this brings out a new concept, i.e. \textit{reversible halftoning}, which converts a color image to a halftone that possesses restorability to the original color version. Inspired by invertible grayscale \cite{47}, we adopt the invertible generative model to formulate our problem. However, generating quality halftones is much more challenging than decolorization. First, convolutional neural networks (CNN) that work with spatially shared kernels is not native for halftoning, which suffer from flatness degradation (as detailed in Section~\ref{sec:3.1}). Figure~\ref{fig:3} illustrates an example that CNNs fail to introduce spatial variation in those flat regions. Second, it is non-trivial to achieve both complex visual simulation and accurate information embedding via optimization over 1-bit pixels. Furthermore, the discrete binary pattern poses challenge to capturing its properties via general pixel-wise metrics.

To address flatness degradation, we propose a \textit{Noise Incentive Block} (NIB) that introduces spatial variation to the feature space but still preserves the information intactness through training along with the CNNs. In fact, NIB is a model-agnostic plug-in and hence applicable to other relevant applications (see Section~\ref{sec:4.3}). We find that the equipping the dithering network with NIB breaks the obstacle of flatness degradation and make it feasible to dither
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\caption{Observation: the halftone variants of David (a) (b) (c) present similar visual quality but with different binary patterns, as the overlaid RGB image visualized in (d). It indicates the possibility of modulating the patterns for additional usage.}
\label{fig:1}
\end{figure}
constant-valued images. Importantly, this feature enables us to formulate the blue-noise profile through low-frequency penalization on constant-grayness halftone. To achieve the binary halftone, we append the dithering network with a binary gate that takes gradient propagation tricks to allow training with quantization. The model is trained end-to-end with highly mixed objectives, which is formulated as four loss terms: binarization loss, blue-noise loss, halftone conformity loss, and invertibility loss. Indeed, these partially conflicting loss terms complicate the training, especially in the case of inaccurate proxy gradient from the binary gate. These challenges are circumvented by our guiding-aware training scheme.

Comparative evaluation and ablation study illustrate the advantages of our proposed method, and application exploration tells the generic usability of our proposed noise incentive block. The paper contributes in:

- The innovative idea of reversible halftoning, which offers a brand new functionality to existing halftoning applications. It saves the ill-posed inverse halftoning problem at the source.
- A model-agnostic plug-in, noise incentive block that addresses the flatness degradation of CNNs. It finds general applicability in image synthesis tasks.
- An effective measurement for discrete halftoning patterns, which may inspire further exploration in relevant direction, e.g. manga screentone processing.

2. Related Works

2.1. Digital Halftoning

Many digital halftoning techniques have been proposed in the past half century, including ordered dithering [3, 44], error diffusion [10], dot diffusion [21], and direct binary search (DBS) [37]. The primary goal of the above classic approaches is to retain the local tone of the original image with least visual artifacts introduced. To avoid extra pattern being introduced, it is desirable for the halftone images to own the blue-noise property [32]. To achieve this, several techniques are further proposed, such as blue-noise mask [33], patterns optimization [12, 26, 2], variable threshold [54, 55], and recursive tiling strategy [22]. Unfortunately, blue-noise algorithms usually over-blur fine details. To better preserve the fine structures while pursuing the blue-noise property, several methods have been proposed to generate halftone patterns guided by edge enhancement techniques [8, 14, 23, 27]. Different from the edge enhancement techniques, Pang et al. [35] further proposed to optimize both structural similarity and tonal similarity to capture human-vision-sensitive structures. However, while digital halftoning has long been a widely-explored topic for researchers, none of the existing methods considers the invertibility, i.e. the ability to recover the original version.

2.2. Inverse Halftoning

Inverse halftoning has been studied in the past three decades, mainly due to the need to recover the pictures from the legacy printed media. A straightforward approach is to filter the halftone image with customized filters [17, 46]. In order to better restore high-frequency details, Kite et al. [20] proposed to exploit the gradient-based space-varying filtering on the error-diffused images. To relieve the prior information requirement, some works propose to formulate the grayscale reconstruction problem as projection onto a convex set (POCS). Yue and Chen [53] proposed to inverse halftoning via a hopfield neural network [13] based optimization model. Xiong et al. [50] proposed to separate halftoning noises from original image through edge detection, and reconstruct the original image based on overcomplete wavelet expansions. Mese and Vaidyanathan [31] further proposed to utilize a pre-computed look-up table (LUT) for grayscale restoration, which greatly improves both efficiency and effectiveness. Multiple dictionary learning based variants have been proposed since then [24, 25, 39, 40, 11]. Most recently, deep learning methods [16, 48] have been proposed to solve the inverse halftoning, and achieve the state-of-the-art performance. However, inverse halftoning is ill-posed by nature and can only "guess" a rough grayscale version. In contrast, our invertible halftone enables a deterministic restoration process, which thus can achieve higher accuracy.

2.3. Invertible Generation

The idea of invertible generation is mainly studied in the data hiding field, e.g. hiding copyright text or watermarks in images [29, 52, 56]. Later, researchers attempted to hide an image into another image, such as hiding chromatic channels into its grayscale version [7, 51], or hiding one view of a stereoscopic image into the other view [41, 42]. Recently, a significant improvement has been made by using the deep convolutional neural networks. In particular, Xia et al. [47] proposed to convert color images to invertible grayscale images that can be later inverted back to its color version via an encoding-and-decoding framework. A similar framework is adopted to generate invertible low-resolution images from high-resolution input with details compactly encoded [28]. Our reversible halftoning can be classified into this stream of work, addressing a more challenging problem with novel technical designs. As another line of such technique, invertible neural networks (INNs) [15, 19, 4, 49] formulate the network architecture with explicit invertible operations. However, compared to the encoding-and-decoding based invertible model [47], such strong constraint inevitably restricts the model capability and makes the training tricky.
3. Reversible Halftoning Pattern

We aims to learn reversible binary patterns toward halftoning color images, which is required to offer visual pleasantness and embed restoration-necessary information in the meantime. Figure 2 shows the overview diagram.

3.1. Network Architecture

We adopt the U-shaped architecture for both the dithering networks and the restoration network. Both networks share a similar structure, containing three downscale blocks, three upscale blocks, four residual blocks, and two convolution blocks. The detailed architecture parameters are provided in the supplementary material. Note that, we adopt U-Net as network backbone just because its enlarged receptive field, and other qualified CNN architectures may also works. Additionally, we propose two key designs for the dithering network, i.e. noise incentive block and binary gate, which enables the CNN to model halftoning properly.

Noise Incentive Block. We find that typical CNNs, consisting of convolutional layers with bias terms and activation functions, are unable to introduce spatial variation to the output when fed with a flat input. We call this phenomena flatness degradation, which is caused by the convolution paradigm with spatially shared kernels. Formally, the convolution of a constant signal \( s(x) \equiv c \) and an arbitrary kernel function \( k(x) \) is definitely anther constant signal \( \tilde{s}(y) = c \cdot \mu(k(x)) \) where \( \mu(\cdot) \) takes the mean value. So, given a flat input \( X \), the manipulation of CNN degrades to a scaling operation \( Y = \alpha X \) regardless of the CNN parameters. Figure 3 illustrates such an example. As a result, flatness degradation hinders the CNN to dither a constant-grayness, which can disable the formulation of blue-noise profile (introduced in Section 3.2 since the blue-noise profile is mostly measured over the constant-grayness 43,44).

To circumvent the flatness degradation, we propose the Noise Incentive Block (NIB) that can be used as a model-agnostic plug-in for CNNs. The key idea is to introduce spatial variation to the feature representation but never contaminate the intactness of the original input information. For simplicity, a Gaussian noise map is exploited as additive variation proxy in the learned feature space: \( f_1(I_c) + f_2(N) \), where both \( f_1 \) and \( f_2 \) are single convolution layer and \( N \) is a dynamically sampled Gaussian noise map. Equipped with NIB, our dithering network is free of flatness degradation and thus can generate binary halftone in flat regions, as the visualized results shown in Figure 3. In practice, the NIB brings advantages to our dithering model in two aspects: (i) It allows us to formulate the blue-noise profile through low-frequency constraint on dithered constant-grayness; (ii) It even promotes the performance in general cases (see Table 5 since the noise randomness favors the dithering processing to focus on pattern distribution instead of individual pixel values. Importantly, as a generic solution to tackle flatness degradation, our proposed NIB also finds noticeable advantages in other relevant applications, which is explored in Section 4.3.

Binary Gate. Another special design for the dithering network is the binary gate \( B(\cdot) \) that quantizes the network output \( O_h \) to be a strict binary image \( O_h = B(O_h) \). We explicitly adopt a binary gate because the soft non-binary penalty is insensitive to tiny deviations, i.e. near-0 or near-1 valued pixels, which is vulnerable to the quantization when stored as 1-bit bitmap and thus hurts the restoration accuracy. However, there is one obstacle should be noted that the binary gate is non-differentiable. To enable the joint training, we use Straight-Through Estimator 5 on the binarization when calculating the gradients.
3.2. Loss Function

Our network is trained with the loss function defined in Eq. [1] consisting of halftone conformity loss \( \mathcal{L}_C \), blue-noise loss \( \mathcal{L}_N \), binarization loss \( \mathcal{L}_B \), and invertibility loss \( \mathcal{L}_V \).

\[
\mathcal{L} = \omega_1 \mathcal{L}_C + \omega_2 \mathcal{L}_N + \omega_3 \mathcal{L}_B + \mathcal{L}_V, \tag{1}
\]

where the hyper-parameters \( \omega_1 = 0.6, \omega_2 = 0.3 \), and \( \omega_3 = 0.1 \) are set empirically.

3.2.1 Halftone Conformity Loss

To ensure that the generated halftone is visually similar to the input, we optimize the structure and tone similarities, as suggested by [35]. Hence, our halftone conformity loss \( \mathcal{L}_C \) is formulated as:

\[
\mathcal{L}_C = \ell_T + \sigma \ell_S, \tag{2}
\]

where the tone loss \( \ell_T \) and the structure loss \( \ell_S \) is combined with the coefficient \( \sigma = 0.02 \) empirically.

Specifically, given the color input \( I_c \) and the generated halftone \( O_h \), the tone loss \( \ell_T \) is formulated as:

\[
\ell_T = \mathbb{E}_{I_c \in \mathcal{I}} \{ ||G(O_h) - G(I_c^I)||_2 \}, \tag{3}
\]

where \( I_c^I \) is the luminance channel of the original input image \( I_c \). \( G(\cdot) \) denotes the Gaussian filter with a \( 11 \times 11 \) kernel size. \( || \cdot ||_2 \) denotes the \( L_2 \) norm (MSE). \( \mathbb{E}_{I_c \in \mathcal{I}} \{ \cdot \} \) denotes the average operator over all input images \( I_c \) in the training dataset \( \mathcal{I} \). Accordingly, the structure loss \( \ell_S \) measures the structure similarity index measure (SSIM) [45] between \( O_h \) and the luminance channel of the original image \( I_c^I \):

\[
\ell_S = \mathbb{E}_{I_c \in \mathcal{I}} \{ ||\text{SSIM}(O_h, I_c^I)||_1 \}, \tag{4}
\]

3.2.2 Blue-Noise Loss

The blue-noise property is typically required in traditional halftoning algorithms [43], so as to avoid injecting extra patterns. Although SSIM has been shown to be useful to achieve blue-noise property [35], we found that adopting SSIM alone as the loss term is insufficient to enforce the blue-noise property. Instead, we design an explicit blue-noise loss in our loss function to suppress the potential pattern artifacts. The basic idea to penalize the low-frequency component on the dithered constant-grayness, since human vision system is more sensitive to low-frequency signal.

Accordingly, we prepare a group of constant-valued color images \( \mathcal{S} \) and include them in our training dataset. The blue-noise loss \( \mathcal{L}_N \) is formulated on the halftone images generated from these constant-valued images, as

\[
\mathcal{L}_N = \mathbb{E}_{I_c \in \mathcal{S}} \{ ||\text{DCT}(O_h) - \text{DCT}(I_c) \circ M||_1 \}, \tag{5}
\]

where \( \text{DCT}(\cdot) \) denotes the discrete cosine transformation (DCT), \( \circ \) means element-wise product, and \( M \) denotes a constant binary mask with the low-frequency components set to 1 and others set to 0. Specifically, we regard the first 3.8% low-frequency DCT coefficients as the target component to minimize, and the result shows it works well. Figure [2][a], (b) exhibit visually annoying stripe patterns, while in comparison, additionally employing the blue-noise loss resolves this problem effectively (c).

3.2.3 Binarization Loss

Although the binary gate explicitly binarizes the dithering network output, it relies on a rough gradient estimator to enable the gradient propagation. However, the straight-through estimator simply use an identity gradient, which actually makes the binarization operation \( B(\cdot) \) ignored in the backward propagation. To guarantee the training stability, we encourage the input value to \( B(\cdot) \) to be as close to 0 or 1 as possible, which is formulated as the binarization loss \( \mathcal{L}_B \):

\[
\mathcal{L}_B = \mathbb{E}_{I_c \in \mathcal{I}} \{ || \min_{d=0,1} \{ \tilde{O}_h - C_d \} ||_1 \}, \tag{6}
\]

where \( \tilde{O}_h \) is the pseudo halftone image obtained before the binary gate. \( C_d \) is a constant-value matrix with the same size as \( O_h \) in which all elements are equal to \( d \), \( | \cdot | \) is the element-wise absolute operator, \( \min(\cdot) \) is the element-wise minimum operator, and \( || \cdot ||_1 \) denotes the \( L_1 \) norm. In experiment, dropping \( \mathcal{L}_B \) would collapse the training.

3.2.4 Invertibility Loss

While the three losses above regulate the visual quality of the halftone, the invertibility loss \( \mathcal{L}_L \) ensures the restored
image to be as similar to the input as possible, formulated in both pixel level (measured by pixel-wise MSE) and perceptual level (measured by MSE of VGG features):

$$L_V = E_{l \in I} \{||O_c - I_c||_2 + \lambda ||\Psi(O_c) - \Psi(I_c)||_2\}$$

where $\Psi(\cdot)$ denotes the feature map from the conv4.4 layer of a pretrained VGG-19 network [38], which empirically represents the perception feature of images. Weight $\lambda = 2.0 \times 10^{-4}$ is empirically set to balance the magnitudes between the two domains. Under joint

3.3. Training Scheme

To learning desired halftone patterns, the dithering and restoration networks are trained jointly by minimizing the loss function in Eq. 1. However, training the whole model from scratch is vulnerable to local minimal because of the challenging optimization target. Figure 5(b) shows the failure of halftones. To circumvent this problem, we propose to adopt the two-stage training scheme. In the first stage, we aim to warm up the dithering network alone, so that it can generate visually pleasant halftone images. To stabilize the training, the binary gate is temporally removed. Unfortunately, this relaxation still fail to guarantee satisfactory halftones (Figure 5(d)), and it is even associated with slow convergence, as shown in Figure 6 (green curve). To boost the training, we propose to explicitly provide a reference halftone image $I_h$ to guide the training. For simplicity, the classical error diffusion [34] is employed as the reference. However, directly measuring the pixel-wise difference between the predicted halftone and the reference does not work, since per-pixel inspection can never capture the intrinsic feature of binary halftone patterns.

3.4. Experimental Results

**Dataset.** Our training dataset is collected from the publicly available VOC2012 dataset [9]. There are 17,125 color images in the dataset. We randomly select 13,758 of them for training, and reserve the rest 3,367 images for quantitative evaluation as testing dataset. All these images has the size of $256 \times 256$ by cropping and resizing.

The evaluation conducted on the halftone quality and its restorable accuracy, for which we use the same model trained with default hyper-parameters (defined in Eq. 1). The source code and trained model are available at: [GitHub](https://github.com/MenghanXia/ReversibleHalftoning)

4.1. Halftone Quality

**Visual Conformity.** We measure the visual conformity of the halftones to the input in terms of tone and structure.
Table 1. Evaluation on halftone images in terms of PSNR, and SSIM. Higher PSNR/SSIM indicate better quality.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Stddev</td>
</tr>
<tr>
<td>Ostromoukhov method</td>
<td>41.728</td>
<td>1.1235</td>
</tr>
<tr>
<td>Structure-aware halftoning</td>
<td>21.803</td>
<td>2.2570</td>
</tr>
<tr>
<td>Ours (grayscale input)</td>
<td>33.262</td>
<td>0.6206</td>
</tr>
<tr>
<td>Ours (color input)</td>
<td>32.861</td>
<td>0.7899</td>
</tr>
</tbody>
</table>

Following the practice in [35], the tone consistency is measured by PSNR between the Gaussian-filtered halftone and the Gaussian-filtered luminance channel of the input, and the structure consistency is measured by SSIM between the halftone and the luminance channel of the input. We perform the experiment over 3,367 grayscale images (decolorized from our testing dataset), as existing halftoning methods can only dither grayscale images. Two classical halftoning methods that generates high-quality halftones are selected as our competitors, Ostromoukhov method [34] and the structure-aware halftoning method [35]. In our experiment, the structure-aware halftoning method is used with default parameters for quantitative evaluation while case-by-case tuned result is provided for visual comparison. The statistics are tabulated in Table 1. Among all, our method achieves the best comprehensive performance of tone similarity (PSRN) and structure similarity (SSIM). Figure 7 illustrates an example for visual comparison. Besides, our method obtained as good result from color image dithering.

4.2. Restoration Accuracy

We compare our method with the state-of-the-art inverse halftoning method, PRL-Net [48], which recovers grayscale from error diffused halftones. Anyway, this comparison may not be very appropriate since the input to PRL-Net is error-diffused halftones, while the input to our restoration network is the information-encoded invertible halftones. Since PRL-Net can only restore grayscale images, we prepared 3,367 grayscale images (decolorized from our testing dataset) for comparison, and additionally evaluate our method on color version restoration from the associated invertible halftones. Table 2 presents the statistics of both PSNR and SSIM, and our method outperforms PRL-Net in both metrics. The numerical superiority is not significant because the major difference lies in fine details that are less sensitively captured by PSRN while matters visual quality. Figure 9 illustrates one challenging example that has rich details with low resolution. PRL-Net fails to restore the fine facade details and the text characters. In comparison, our method not only recovers both fine details and text, but also spectrum visualizes the blue-noise property in 1D. As shown in Figure 8, all three results achieve certain degree of blue-noise property. The Ostromoukhov method and structure-aware halftoning performs slightly better than our method since they only target for halftone quality without invertibility consideration. Actually, our method trades the blue-noise property for the restoration accuracy, as both the color information and the blue-noise compete for the distribution of halftone dots.
Table 2. Evaluation on restored images by PSNR, and SSIM.
Restoring color is only feasible by our method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>PSNR Mean</th>
<th>PSNR Stddev</th>
<th>SSIM Mean</th>
<th>SSIM Stddev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grayscale</td>
<td>PRL-Net</td>
<td>29.693</td>
<td>3.4732</td>
<td>0.8796</td>
<td>0.0564</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>30.386</td>
<td>3.0381</td>
<td>0.9077</td>
<td>0.0395</td>
</tr>
<tr>
<td>Color</td>
<td>Ours</td>
<td>28.130</td>
<td>2.6507</td>
<td>0.8796</td>
<td>0.0564</td>
</tr>
</tbody>
</table>

Table 3. Ablation analysis on noise incentive block (NIB). Statistic over the color testing dataset.

<table>
<thead>
<tr>
<th>Category</th>
<th>Variant</th>
<th>PSNR Mean</th>
<th>PSNR Stddev</th>
<th>SSIM Mean</th>
<th>SSIM Stddev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halftoning</td>
<td>Ours/NIB</td>
<td>31.915</td>
<td>1.8185</td>
<td>0.1514</td>
<td>0.0827</td>
</tr>
<tr>
<td>Restoration</td>
<td>Ours/NIB</td>
<td>27.743</td>
<td>2.2795</td>
<td>0.8667</td>
<td>0.0420</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>29.112</td>
<td>2.9705</td>
<td>0.8000</td>
<td>0.0430</td>
</tr>
</tbody>
</table>

Invertible halftone | Restored image | Error map
(a) Inverse halftoned | (b) Our restored grayscale |
(c) Our restored color | (d) Ground truth

Figure 9. Inverse halftoning vs. ours. The red arrows point to the problematic reconstruction.

In fact, inverse halftoning techniques can be used to recover color images from color halftones, i.e., channel by channel. However, as a naive extension of binary halftone, color halftones require three channels to store the patterns and thus have restricted application scenarios, which will not be discussed here.

4.3. Utility of Noise Incentive Block

Benefits to Reversible Halftoning. As mentioned in Section 3.1, our proposed noise incentive block (NIB) enables the dithering network to generate binary halftones for constant input. Figure 8 demonstrates its effectiveness in dithering a constant-gray image. To further analyze the effect, we conduct an ablation study on the NIB of our dithering network. Note that, when NIB is not used, the blue-noise loss cannot be applied since it is formulated on the dithered constant-grayness. Regarding this, we intentionally remove the blue-noise loss in all model variants to avoid inducing other factors. The quantitative result over the color testing dataset is tabulated in Table 3. Interestingly, the statistics show that equipping NIB to the dithering network improves both the halftone generation and color image restoration. It is probably because the randomness introduced by NIB favors the dithering process, i.e., focusing on pattern distribution instead of individual pixel values. In addition, CNNs also partially degrades in smooth regions, which hinders the generation of desired halftone patterns. Figure 10 shows an example to verify this hypothesis.

Application to Generative Model. As a generic solution to address flatness degradation, our noise incentive block (NIB) is evaluated in two relevant applications that are required to generate spatially variation from flat input. First, we apply NIB to color image encoding [47] that encodes a color image into its grayscale version by representing the color information as imperceptible texture patterns. Obviously, if the input image contains some constant-valued regions, the color-encoded texture pattern cannot be generated properly because of flatness degradation and hence affects the color restoration. Figure 11 shows an example that evidences that NIB can address this limitation effectively. Quantitative evaluation on DIV2K dataset [1] is tabulated in Table 4. In addition, we further apply NIB to improve image synthesis from semantic layout [36]. Despite the employed CNN model has a noise input along with the semantic layout, the semantic layout still challenges the convolution layers with flatness degradation because the noise is just used as an initialized result, instead of tackling flatness degradation like NIB. Figure 12 illustrates the comparative results, showing that the NIB-equipped model exhibits notable advantages in synthesizing more realistic textures with sharp details. This is reflected by the significantly decreased FID [30] on benchmark Cityscape [6], as shown in Table 4. It makes no gain in the indirect segmentation accuracy s-
Table 4. Quantitative evaluation on applying NIB to the state-of-the-art models of invertible grayscale and semantic image synthesis respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSRN</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>IG [47]</td>
<td>38.411</td>
<td>0.9765</td>
</tr>
<tr>
<td>IG+NIB</td>
<td>39.314</td>
<td>0.9811</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>mIOU</th>
<th>Accu</th>
<th>FID</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPADE [36]</td>
<td>62.3%</td>
<td>81.9%</td>
<td>71.8</td>
</tr>
<tr>
<td>SPADE+NIB</td>
<td>61.9%</td>
<td>81.8%</td>
<td>54.6</td>
</tr>
</tbody>
</table>

Figure 11. Applying our NIB to IG [47] for color image encoding. The color patches are decoded from the encoded grayscales.

Figure 12. Applying our NIB to SPADE [36] for semantic image synthesis. The red arrows point to unrealistic blurriness.

4.4. Discussion

The invertible halftone possesses high restorability to the original color version because the necessary information is embedded via the learned binary pattern. Consequently, outside interferences to the halftone patterns may affect their reversibility potential. To explore the robustness, we apply several typical disturbances to the generated halftones, include flipping, partial removal, and random impulse noises. Figure 13 visualizes the qualitative comparison. Since the information-embedded patterns are sensitive to flipping, the restored color image (b) shows texture artifacts and incorrect colors. Differently, it shows relatively good tolerance to partial removal (b) and random noises (c), which indicates good potential to be used in real-world applications. This is partially confirmed by the decent performance in printing-and-scanning scenario, as provided in the supplementary material.

In our current formulation, both the information embedding and the blue-noise requirement are competing for the distribution of halftone dots, which means a trade-off has to be taken. So, to improve the overall performance demands a larger solution space. One possible solution to enlarge the representation space, namely to use a large resolution for the generation of invertible halftones, e.g. the halftone resolution can be $\times 2$, $\times 4$ or even larger fold of the input size. This direction offers promising potential to introduce more requirements on the invertible halftones, such as the halftoning styles, which will be an interesting future work.

5. Conclusion

We proposed the conceptually novel reversible halftoning technique, which offers high restorability along with state-of-the-art visual quality. As a stronger alternative, it is directly applicable to traditional halftoning applications but saves the potential trouble of tackling the ill-posed inverse halftoning. To achieve this, we proposed the noise incentive block (NIB) to tackle flatness degradation of CNNs, which not only promotes our dithering performance greatly but also finds impressive utilities in other relevant applications. Besides, the blue-noise loss is formulated as low-frequency constraint on constant-grayness, which effectively guarantees the visual pleasantness of halftone patterns. To handle the tricky optimization landscape, we proposed to modulate the priorities of different loss terms in two stages. Extensive experiments verified the advantages of our method, and we expect both the reversible halftoning approach and key technical designs to inspire follow-up works.
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