
Richness-Preserving Manga Screening

Yingge Qu Wai-Man Pang Tien-Tsin Wong Pheng-Ann Heng
The Chinese University of Hong Kong

(a) (b) (c)

(d) 

Figure 1: Generating manga background from a real photograph. A commercial software (a) adopts the halftone technique and presents
a uniform screening result. (b)&(c) are our results with two different parameters. They differentiate the chromaticity in the original color
photograph (d) using the variety of screens, while preserving the tone. Both (b)&(c) exhibit 5 types of screens.

Abstract
Due to the tediousness and labor intensive cost, some manga artists
have already employed computer-assisted methods for convert-
ing color photographs to manga backgrounds. However, existing
bitonal image generation methods usually produce unsatisfactory
uniform screening results that are not consistent with traditional
mangas, in which the artist employs a rich set of screens. In this
paper, we propose a novel method for generating bitonal manga
backgrounds from color photographs. Our goal is to preserve the vi-
sual richness in the original photograph by utilizing not only screen
density, but also the variety of screen patterns. To achieve the

goal, we select screens for different regions in order to preserve the
tone similarity, texture similarity, and chromaticity distinguishabil-
ity. The multi-dimensional scaling technique is employed in such
a color-to-pattern matching for maintaining pattern dissimilarity of
the screens. Users can control the mapping by a few parameters
and interactively fine-tune the result. Several results are presented
to demonstrate the effectiveness and convenience of the proposed
method.

Keywords: Non-photorealistic rendering, manga, multidimen-
sional scaling, screening.

1 Introduction
Japanese comic, or manga, is a popular art form and medium of en-
tertainment over the world. It is unique in its elegant use of rich sets
of screens, and a tidy and fine drawing style. Screening refers to the
process of laying pre-printed patterns (can be regular or irregular)
over a region. Manga artists usually lay screens not solely accord-
ing to shading (tone), but also the texture, material property, or even
the chromaticity of the underlying surface being expressed. Such a
screening process is tedious and labor intensive. The situation is
even worse for complicated backgrounds [Nagatomo 2003].

To save time and cost, some artists have already adopted com-
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Figure 2: The screen space. Apart from tone variety, another di-
mension is the texture or pattern.

puter techniques to convert color photographs to manga back-
grounds, such as hatching (Figure 3(b)), halftoning (Figure 3(c))
and commercial software (Figure 1(a)). However, all these pro-
duce inconsistent style and unsatisfactory results compared to tra-
ditional manga, as existing methods solely account for the tone
reproduction. Note that the bitonal screens offer not only the
1D tone density, but also the variety of patterns (Figure 2). In
other words, the screen space is 2D in nature. Mapping the in-
put color image to grayscale using sophisticated techniques such
as, Color2Gray [Gooch et al. 2005] (Figure 3(b)), does not really
tackle the 2D screen selection problem as the mapped grayscale
image gives no hint on the selection along the pattern dimension
(the vertical axis in Figure 2).

We propose a novel color-to-pattern method to select manga
screens with the goal of preserving three factors: chromaticity dis-
tinguishability, texture similarity, and tone similarity. While the
tone similarity is trivially preserved by matching with the density
(the horizontal axis in Figure 2) of each pattern, our core contri-
bution is on the preservation of chromaticity distinguishability and
texture similarity. The pattern variety (the vertical axis in Figure 2)
provides us with a new dimension for distinguishing the chromatic-
ity in the original photographs. For instance, we can represent red
and orange regions in the original image with two close patterns,
while the red and blue regions can be expressed with two dissimilar
patterns.

To do so, we project the patterns (with the same density) from the
high-dimensional texture feature space (24D as described in Sec-
tion 4.2) to 2D (same dimensionality as the chromaticity space) via
multi-dimensional scaling (MDS). The 2D projected pattern space
and the 2D chromaticity space are then matched by optimizing the
texture similarity. As shown in Figures 1(b) & (c), the screening
results not only preserve the tone, but also differentiate the chro-
maticity as in the original photograph. In addition, we developed
a system that allows users to interactively control and fine-tune the
results. In the rest of the paper, we present several results with rich
screens that are comparable to real manga pieces by artists.

2 Related Work
Bitonal Image Generation A straightforward way to produce
bitonal images from grayscale/color photographs is halftoning (Fig-
ure 3(c)). It exploits the spatial integration of human vision to ap-
proximate the intensity over a small local region with only black
and white pixels [Knuth 1987; Floyd and Steinberg 1974; Ulichney
1987; Jarvis et al. 1976]. As artifact patterns may appear, some
techniques [Velho and Gomes 1991; Naiman and Lam 1996] try
to reduce the artifact patterns by adjusting the scanning path over
the image. To preserve the edges during halftoning, Knuth [1987]
enhances edges in a preprocessing step. Velho and Gomes [1995],

(a) Original

(c) Halftoning

(b) Hatching from Color2Gray

(d) Our method (6 screen types)

Figure 3: Comparing to the hatching in (b) and the halftone result
in (c), our result (d) is more consistent to the style of traditional
manga.

and Buchanan and Verevka [1995] approximate edge regions by re-
arranging the clusters around edges. Recently, Pang et al. [2008]
preserve the fine structure by optimizing the structure similarity.

Hatching is another technique to produce bitonal images (Fig-
ure 3(b)). Winkenbach et al. [1994] generated pen-and-ink il-
lustrations by rendering a geometric scene with prioritized stroke
textures. A user-specified “detail indication” can be used to high-
light complex textures and minimize clutter. Salisbury et al. [1997]
use direction fields to guide the orientation of strokes. Durand et
al. [2001] suggest a thresholding model of strokes that can express
a rich set of stroke styles (such as pencil, charcoal, engraving) to
assist artists in achieving various styles. Grabli et al. [2004] im-
prove the clutter control of lines by estimating the line density. This
predicts the visual complexity before rendering and allows simpli-
fication.

Images generated by halftoning and hatching, containing more or
less uniform patterns, may appear monotonous to the reader; tra-
ditional manga instead uses a wide variety of screens to enrich the
viewing experience. Our proposed method utilizes the variety of
pattern to preserve the chromaticity distinguishability as well as the
tone and texture similarities.

Perceptual Preservation Gooch et al. [2005] proposed a tech-
nique for converting color to grayscale so that perceptual color con-
trast can be maintained during the conversion. Their method is
based on an iterative optimization method to adjust gray value at
each pixel. Mantiuk et al. [2006] suggested a general framework
for perceptual contrast processing of many kinds of images includ-



ing HDR images. These approaches aim at reproducing the contrast
in the original gamut to a gamut with a reduced dimensionality.

In contrast, our work of color-to-pattern is an attempt to main-
tain the perceptual difference among colors during the selection of
screens. Note that there is no standard way to quantify the per-
ceptual difference among screens. In fact, the preservation can not
even be achieved in a pixel-wise manner as the pattern is not a sin-
gle pixel, but a neighborhood of pixels.

3 Overview
Traditional manga production starts with drafting outlines and
structural lines. Then, detail lines are added and inked to finalize
the line drawing. Based on the inked lines, manga artists usually
select appropriate pre-print screen sheets to fill regions in order to
express shading, tone, texture, or atmosphere. Figure 4 shows the
typical workflow of traditional screening. The artist may have to lay
screens on many regions by carefully carving out along the region
boundary (Step 2). The task is rather tedious and labor-intensive,
especially when large amount of irregular regions exist.

Given an input color photograph, our proposed method aims at
automating the screen selection process with the goal of richness
preservation and style consistency to traditional manga. The sys-
tem starts by segmenting the photograph into regions. Then, the
system can intelligently provide the optimal assignment of screens
for different regions. This is done by first projecting the available
patterns from high-dimensional texture feature space to the low-
dimensional color space, and then optimizing texture similarity. In
addition, users are still able to control and/or override the selection
of screens via simply tunning a few parameters.

Figure 4: The typical workflow for screening in manga production.

4 Screening
4.1 Segmentation
As screens are laid over regions rather than individual pixels, we
first identify regions in the input reference image. We perform the
segmentation using mean-shift, which is a non-parametric cluster-
ing technique based on the analysis of a complex multi-modal fea-
ture space and delineation of arbitrarily shaped clusters [Comaniciu
and Meer 2002]. With a kernel measure of the distance between
pixels, it robustly produces noise-reduced segments. The mean-
shift segmentation result is usually over-segmented, which is ob-
viously too fragmented for direct screening. Thus, we re-group
segments according to their color difference and proximity. Near
segments with similar colors are grouped first. Note that segments
in the same group can still be disjoint. Each segment is then referred
as the basic unit in the following screen matching.

Figure 5 shows the segmentation of a region in Figure 1. Note the
scene complexity and the large number of segments. The whole
image contains 1,563 segments obtained by our segmentation pro-
cess. With this complexity, semi-automatic segmentation (such as
lazy snapping [Li et al. 2004]) plus manual screen assignment could
still be very tedious. For instance, the red and disjoint Japanese let-
ters in Figure 5(b) should ideally be laid with the same screen. One

cannot select all of them with a single scribble. Instead, they have
to be one-by-one selected and assigned to the screen. The selec-
tion could be even more tedious if shading exists. In contrast, the
proposed screen assignment techniques (described in the following
section) can automatically and intelligently assign them with the
same screen even they are identified as multiple segments.

(a) Original (b) Segmentation map (c) Our result

Figure 5: For photograph with rich content in (a), thousands of seg-
ments can be obtained, as in (b). Semi-automatic segmentation plus
manual screen assignment could still be very tedious. The proposed
automatic screen assignment can significantly relieve the user inter-
vention and produce reasonable results as in (c).

4.2 Screen Matching
After segmentation, each segment is matched with an appropriate
screen from the screen library. Each type of screen (e.g. dot or
hatch) in this library has a range of density (tones) as shown in
Figure 2. The screens are organized in a 2D matrix with columns
of varying density and rows of varying screen type.

The main objective of screen matching is to preserve the rich con-
tent in the original reference image. Here, we aim to preserve three
classes of contents including tone (or luminance), texture and chro-
maticity distinguishability. Referring to the two available dimen-
sions in the screen space (Figure 2), tone can be straightforwardly
matched with the horizontal screen density axis. However, match-
ing the tone alone does not produce satisfactory results as demon-
strated in Figure 6(b). This screening result ignores texture and
chromaticity, and more importantly, its style is not consistent with
the artworks of professional manga artists. Although the screening
style of artists varies, they all enrich the drawing by introducing
appropriate pattern varieties.

Our screening method consists of the following three steps:

• Texture-based matching. Segments containing apparent tex-
ture are first matched with screen patterns based on the texture
similarity.

• Color-to-pattern mapping. Unmatched segments are then
mapped to different pattern types with the goal of maintaining
color distinguishability, via a color-to-pattern mapping.

• Tone matching. Finally, segments assigned to pattern types
are screened by matching the tone.

Texture-based matching Segments exhibiting apparent tex-
ture characteristics are first assigned a screen pattern based on tex-
ture similarity. To quantify the texture characteristics, we com-
pute the texture features on both segments and screens using Gabor
wavelets [Manjunath and Ma 1996]. It has been demonstrated as
an effective texture identification technique for manga screens [Qu
et al. 2006]. Consider an image I(x,y), we compute its Gabor
wavelet feature [µm,n,σm,n]m=1,···,6,n=1,···,4 in a per-pixel manner,

µm,n =

∫ ∫

|Wm,n(x,y)|dxdy,

σm,n =

√

∫ ∫

(|Wm,n(x,y)|−µm,n)
2 dxdy. (1)

where Wm,n are the Gabor wavelets on multiple scales and orienta-
tions. In other words, each Gabor wavelet feature is represented as



(a) Color input (b) Simple tone matching

(c) Richness preserved screening (6 screen types) (d) Overlaid with the input color image

Figure 6: Richness-preserved screening.

a 24D vector. For each segment in the reference and each screen in
the screen library, we randomly sample one percent of their pixels
and compute their Gabor wavelet features. These feature vectors
are then averaged to give the representative texture feature for that
segment or screen. Note that texture features of screens in the li-
brary are precomputed once only as they are fixed.

The matching can be done by measuring the Euclidean distance of
the representative texture feature vectors between the segment and
the candidate screen. All matching must satisfy (below or equal
to) a threshold ε . Segments without such a proper match (> ε) ei-
ther contain no apparent texture characteristics or no suitable screen
available in the library. Hence, they are left to the following color-
to-pattern mapping. Figure 8(a) shows an example matching of the
textured purple segment with the screen “line.”

Color-to-Pattern Mapping Texture based matching addresses
the goal of texture preservation. After this matching, many seg-
ments remain unassigned due to their textureless nature. So we as-
sign patterns to them by utilizing the chromaticity difference among
segments. However, it may not be meaningful to assign, say, a red
segment to a hatch screen. To our best knowledge, a direct and ap-
parent relationship between color and pattern does not exist. Hence
it is not possible to optimize the distance between color and screen,
as such distance metrics may not exist.

In terms of visual richness it would be more beneficial to main-
tain the perceived distances among different segment colors during
the screen type assignment. In other words, we want to maintain
the same distance relationship among different color segments after
mapping to the screen space. Our screen is in a high-dimensional
space (24D) as we mentioned previously while the color is in a
low-dimensional space (2D after taking away the luminance). Note
that we adopt the CIE L∗a∗b∗ color space that consists of one lu-
minance (L∗) and two chrominance channels (a∗b∗). Only the 2D
chrominance is considered during the screen type assignment. As
mentioned before, the luminance (tone) can be easily matched by
selecting the appropriate screen density, once the screen type is se-
lected. This richness preserving screen type assignment is called
color-to-pattern mapping.

We employ multi-dimensional scaling (MDS) [Cox and Cox 1994]
to maintain such a distance relationship. MDS reduces the dimen-
sionality of the data while maintaining the relative distance among
data in the original space (Figure 7). Suppose there are n different

Distance

Preserved

Mapping

Chromaticity spaceScreen space

Figure 7: Finding a mapping between the screen space and chro-
maticity space.

screen types (patterns) in the library. pi is the m-dimensional fea-
ture vector of the i-th screen and di j is the distance between screens
pi and p j. Let the 2D point qi in color space be associated with
the screen pi. Euclidean distance is used to measure the dissimilar-
ity. We further assume that the centroid of all data points lies at the
origin, i.e. ∑n

i pi = 0. MDS formulates the relations between the
projected coordinate qi and di j in a matrix form as,

QQT = −
1
2
[I−

1
n
[1]]D2[I−

1
n
[1]] (2)

Here, Q is a m×n matrix with columns being the projected coordi-
nate vectors, D is the dissimilarity matrix which stores the feature
distances between all pairs of textures di j and [1] is a matrix with
all elements being 1. Since D is symmetric, so is the whole right
hand side of Equation 2. Hence it can be decomposed using singu-
lar value decomposition (SVD), and gives the following equation,

QQT = V ΛV T

Q = V Λ1/2 (3)

Here Λ is diagonal matrix with all the eigenvalues. Then, we ex-
tract the major components by simply keeping the first two rows
and truncating Q in Equation 3 into a 2× n matrix Q̂. Then, the
columns of Q̂ give all qi, which are the projected coordinates of the
i-th screen in the 2D chromaticity space. Since there is no specific
scale relationship between distance in screen space and chromatic-
ity space, all qi are normalized to ([−1,1]× [−1,1]) or based on the
range of all available colors on segments.

Once we compute the MDS for all screens, the most straightforward
method is to process each segment by first computing its average
color in the segment and then matching a screen with the nearest
qi. Note that the total number of distinct segment colors W (in the
magnitude of hundreds) is usually much larger than the total num-
ber of screen types K (e.g. 1-10) used for a single manga. Manga
artists seldom use hundreds of types of screen in one artwork. To
maximize the usage of the K available screens, we first perform K-
means clustering on the segment colors with K being the number
of clusters. Then, the centroid of each cluster is used as a represen-
tative color to match with the nearest screen coordinate qi in color
space.

Notice that such mapping is not unique, as the MDS only maintains
the relative distances. We can still transform the mapped coordi-
nates qi by rotation, scaling, translation, or flipping. Both scaling
and translation can be excluded as the coordinates qi and segment
colors can be normalized and centered (given zero mean). However,
there are still two degrees of freedom left. To determine the best
transformation, we tentatively perform color-to-pattern mapping
on all segments including those already assigned with screens in
the previous texture-based matching. The rationale is that texture-
based matching does not account for colors and, more importantly,
we can utilize these pre-assigned segments to anchor the transfor-
mation. Hence, we optimize the transformation with an objective



(b) Color-to-pattern mapping (a) Texture matching (c) Transformation anchoring

Texture matching
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Figure 8: Optimization with texture feature matching and color
variations. (a) Texture matching is performed. The purple segment
is the only segment matched with a screen with similar texture. (b)
Initial screen matching based on color distinguishability. (c) Op-
timizing θ to keep the color-to-pattern mapping consistent to the
previously matched screen.

of maximizing texture similarity of the screens and segments. Fig-
ure 8(b) illustrates the initial transformation with the purple seg-
ment being assigned to a dotted pattern which obviously does not
match well with the texture characteristic of the purple segment (see
Figure 8(a)). By maximizing the texture similarity during the ad-
justment of the transformation, a better screen assignment can be
obtained (as Figure 8(c)). The transformation optimization is for-
mulated as follows:

Suppose we have S screen-assigned segments (assigned in the first
stage) out of the total Ŝ segments. τs and C(s) are the pre-assigned
screen and the average color of segment s respectively. T (τ) is the
texture feature for screen τ . We rotate with angle θ and flip f (takes
1 or -1) to determine a transformation such that,

argminθ , f

S

∑
s

(as ×|T (Q(θ , f ,C(s)))−T (τs)|) (4)

where Q(θ , f ,C(s)) is the screen selected via color-to-pattern map-
ping given the color C(s), rotation angle θ , and flipping f . as is

the size of segment in the image and ∑Ŝ
s as = 1. If we quantize θ

to 360 levels, then the total number of possible transformation is
only 720 (360 × 2). Even an exhaustive search can solve the opti-
mization in seconds. Note that it is possible that the screen patterns
selected via the above optimization do not completely coincide with
the multiple pre-assigned screens from the first stage. In that case,
we simply use the pre-assigned screens as we give higher priority
to the texture similarity.

Tone Matching After the first two stages, each segment has
been assigned to a screen type. The final step is to perform a tone
matching by selecting the appropriate screen density. We match the
overall grayness of the screen with the average luminance of the
segment. Note that the luminance value depends on the color model
being adopted during the grayscale conversion. By default, our sys-
tem adopts the L∗a∗b∗ color model and refers L∗ as the luminance.
However, for color to grayscale conversion, YCrCb model is more
common and Y is referred as the luminance. Our system allows the
user to optionally select the color model for grayscale conversion.
Our result in Figure 9 uses YCrCb for grayscale conversion, while
other examples in this paper use L∗a∗b∗.
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Figure 9: Application of Color2Gray for richness preservation.
Without exploiting the two-dimensional nature of the screen space,
the extended application of Color2Gray may either produce (c) uni-
form screening or (d) excessive pattern assignment. The random as-
signment (e) may lead to unpredictable appearance and suffer from
chromaticity indistinguishability. In contrast, our result preserves
the chromaticity distinguishability as well as tone consistency.

As the Gabor wavelet texture feature we employed is rotational in-
variant, we need to geometrically rotate the chosen screen (just like
artists physically rotate the pre-print screens) in order to align with
the texture characteristics in the segment. Figures 6(c) and (d) show
the screens selected by our method without and with the color im-
age laid underneath, respectively. Note how the selected screens
faithfully preserve the tone similarity, the texture similarity, and the
chromaticity distinguishability.

Discussion One may argue an extended application of state-of-
the-art Color2Gray [Gooch et al. 2005] technique is sufficient to
obtain the similar result. Figure 9(c) shows an example by screen-
ing Figure 9(a) with a hatching pattern, based on the Color2Gray
result (Figure 9(b)). This approach only maintains the distinguisha-
bility by screen tone, but the screen pattern remains uniform over
all regions. The variety of screen pattern is not properly exploited,
and preserves no chromaticity distinguishability.

To further verify the applicability of Color2Gray, we project the
screens from 24D to 1D (graylevel) and match them with the gray-
ness from Color2Gray result. Figure 9(d) shows the matching re-



(a) Original cartoon

(c) Our result (5 screen types) (d) Halftoning of (b)(b) Color2Gray result

Figure 10: Color-to-bitonal result from a color cartoon.

sult. It has more screens adopted compared to the first trial, but
multiple screen types are assigned to the region with the same chro-
maticity. This is because the excessive dimensionality reduction
actually collapses not only the chromaticity distinguishability, but
also the original grayness into a single dimension. In contrast, our
method (Figure 9(f)) utilizes both dimensions of the screen space
and preserves the chromaticity distinguishability as well as the tone
similarity.

We also compare our method to random screen assignment. In this
random assignment, we first cluster all segments into K groups
based on their chromaticity in the original photograph, where K
is the desired number of screen types given by the user. Then K
screens are randomly assigned to the K groups in a one-to-one man-
ner. Such random assignment may result in unpredictable and un-
desirable screening. As shown in Figure 9(e), a worse assignment
may accidentally lead to similar hatching appearance in the sec-
ond and third rows. The original chromaticity difference is totally
ignored and no longer distinguishable after the random screen as-
signment. Moreover, texture details may not be properly preserved,
as demonstrated in Figure 16(c).

5 Results
To verify our method, we test a variety of examples, including
photographs, color cartoons, and artworks. Figures 3, 9, 10
and 11 compare our results to those of halftoning or hatching the
Color2Gray images. Figures 1, 12-14 show the comparison with
the commercial software [CELSYS] results. We leave out the com-
parison to simple hatching and halftoning, since they are clearly
outperformed by the commercial software. In all examples, we
obtain mangas with rich screening. The number of screen types
used are shown underneath each image. Obviously, Color2Gray
and commercial software produce monotonous results that are not
manga-like.

Most manga drawings contain clear and tidy line drawings. Unlike
the eye-tracking approach to identify important lines [DeCarlo and
Santella 2002], our system tries to generate lines by heuristically
filtering away detail lines. Starting from the improved edge de-
tection result [Meer and Georgescu 2001], we rank the importance
of lines according to their length, curliness, size of associated seg-
ment, and visibility value. For the sake of fair comparison, we laid
the same set of lines determined as illustrated to both our results
and the results by other methods being compared (Figures 10-14,
and 16).

Our proposed color-to-pattern matching can be applied to any
color-to-bitonal image applications that requires chromaticity dis-

tinguishability. For example, color artwork (Figures 3 and 11) and
cartoon drawing (Figure 10) can also be converted to bitonal im-
ages. In the manga industry, cartoon (anime) may be published, not
only in video form, but also in a manga form. Current practices
simply print the cartoon key frames in color, probably due to the
high and manual color-to-manga cost. With the proposed method,
it is possible to publish the color cartoon in bitonal manga form
(lower printing cost) in a style consistent with traditional manga.

For an 800×1000 input image, our system can automatically gen-
erate the result in about 4 minutes, on a PC with P4 3.2GHz CPU,
2GB memory. This includes the time for segmentation, texture
matching, color-to-pattern matching, tone matching, plus the mini-
mal user control.

Limitations Currently, we measure the chromaticity similarity
in CIE L∗a∗b∗ space and pattern similarity in Gabor wavelet feature
space. To our best knowledge, it is still an open problem to under-
stand whether these two kinds of similarities (measured in two dif-
ferent spaces) are linear to our human perceptual distance. Hence,
it is also not known whether these two similarity distances are per-
ceptually linear to each other. Our system performs screening on
each input photograph separately. If the same object or building
appears in two input photographs, our system may not be able to
consistently assign with the same screen. A temporal constraint
(over multiple inputs) may solve the problem, but this leads to a
reduction in the number of assignable patterns.

6 Conclusions
In this paper, we propose an automatic yet controllable approach
for screening stylish manga backgrounds from photographs. It frees
manga artists from the labor-intensive and time-consuming screen-
ing process. Mimicking visually rich mangas, the proposed method
aims at preserving not only the tone similarity, but also the chro-
maticity distinguishability and texture similarity. Our results give
manga-like style comparable to those manually prepared by manga
artists. The proposed color-to-pattern matching technique can be
further extended and applied to applications other than manga pro-
duction.
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(b) Our method (5 screen types)

Figure 13. “Chinatown”
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result (d) properly preserves the original textures.

(a) Commercial software (b) Our method (4 screen types)

Figure 12. “Cafeteria”

(b) Our method (4 screen types)

Figure 14. “Tea house”

Figure 15. Original images

(c) Our method with a different parameter

(a) Commercial software

(a) Commercial software

(3 screen types)

Figure 16. “Indoor” with multiple textures on 
the wall, floor, curtain, and table cloth. Our 


